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In situ resource utilization (ISRU) in extraterrestrial soil will

allow continuous and affordable human discovery of many

deep-space destinations [1]. Essential resources like oxygen

and water on theMoon can be used as both vital consumables

for humans and building materials of rocket fuel. Moreover,

new observations of theMoonmissions (both orbital and sur-

face) have provided evidence of a lunar water formation that

is more complex and rich than previously believed [1].While

the proof of the existence of lunar resources is increasing, the

distribution of these resources is not well known [2].
Aiming to find and use water and other essential resour-

ces, to learn how to live and operate on the surface of another

celestial body, and to learn more about our own planet and

the Moon, NASA has launched the Artemis program [3], [4].

This program, which will take the first woman and the next

man to the lunar surface, is currently underway to meet the

agency’s exploration goals. The Artemis Plan will culminate

in the foundations for a sustained long-term presence on the

Moon and prepare for future presence in other planets, and,

more specifically,Mars [5].

Consonant with this strategy, NASA is planning a

series of progressive robotic missions to the lunar surface.

According to the Artemis plan [3], first, the lunar soil will

be extensively explored by scout robots to confirm the

information collected using orbital missions.

Later, rovers and landers will test technologies developed

to amplify the capabilities on theMoon, such as roboticmining

and energy storage systems. These robots will be deployed in

the lunar South Pole and establish the Artemis Base Camp [4].

This region was chosen because it has access to both perma-

nently shadowed regions, where necessary resources are

believed to be present, and regions that are exposed to sunlight

for extended lengths of time during the year, guaranteeing

energy for powering all these robotic systems [3].

Concurrently, NASA has also launched a Lunar Sur-

face Innovation Initiative that aims to advance the follow-

ing capabilities [6]:

1) lunar ISRU;

2) establishment of sustainable power during the lunar

day/night cycles;

3) building machinery resistant to extreme environ-

mental conditions;

4) lunar dust mitigation;

5) execution of surface excavation, manufacturing, and

construction duties;

6) extreme access including navigation and explora-

tion of the lunar surface and subsurface.

Along with this initiative, the NASA Centennial

Challenges Program (CCP) has sponsored the SRC2 [7],

which is a prize competition that was launched to engage

the public in developing solutions to allow heterogeneous

multirobot teams to autonomously complete tasks envi-

sioned for ISRU, extreme access, and excavation in a vir-

tual lunar environment. The challenge consists of a

qualification round and a competition round. Both rounds

will require fully autonomous operations that are robust
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enough to handle a randomized environment upon each

trial. This article’s main goal is to share the experiences

and insights during our participation in the SRC2 chal-

lenge qualification round with the community. A precom-

petition team report can be found in [8].

In this article, the following contributions are

presented:

1) a thorough discussion of the problems encountered

in the SRC2 challenge;

2) specific capabilities implemented by our team to

support autonomous resource localization, resource

excavation, and object detection tasks;

3) a potential solution to future cooperative robotic

lunar exploration.

Out of 114 teams that registered to participate in the

NASA SRC2 qualification round, our team was one of

only six teams that qualified while scoring enough points

to earn the top prize. A video attachment of our team’s

qualification round submission is provided for the inter-

ested readers.1

The rest of this article is organized as follows. The sec-

tion “Overview of the Challenge” summarizes the qualifi-

cation round specifications. “Systems Design” describes

the main capabilities, and the developed task strategies are

summarized in “Task Strategies.” “Technical Challenges

and Future Work” explores the technical challenges faced

during the qualification round and the goals for the final

round. Finally, we present the “Conclusion.”

OVERVIEW OF THE CHALLENGE

The SRC2 qualification round consisted of three tasks to

be completed by virtual robotic systems in a simulated

environment provided by the competition organizers.

These tasks motivated the development of reliable soft-

ware to advance the surface mining capabilities of fully

autonomous robots on the lunar surface. Brief descriptions

for the tasks are provided in the following, and the full

descriptions can be found in the official rule document [7].

� Task 1: The goal of task 1 was to explore, detect, and

identify lunar resources that consisted of 28 different

volatiles randomly distributedwithin a simulated lunar

environment. The Scout rover (see Figure 1) was used

for this task, which has a volatile sensor capable of

resource detection and identification when the rover is

within 2 m of a volatile. To locate any resource suc-

cessfully, the locations of the sensed volatiles must be

reported to the competition scoring system with an

accuracy of 2 m of the actual resource location.

� Task 2: The goal of task 2 was to excavate resources

at varying depths below the surface. The competition

provided an Excavator and a Hauler for performing

this task (see Figure 1). In contrast to task 1, the loca-

tions of the resources were provided a priori and the

problem consisted of reaching the resource locations,

digging the volatiles with the Excavator, and drop-

ping them in the Hauler’s bin. Resources were con-

sidered collected and awarded points if they were

dispensed entirely in the Hauler’s bin.

� Task 3: The goal of task 3 was to demonstrate the

capability of object localization and robot alignment

with the base station. In this task, an a priori known

object, modeled as a CubeSat, was randomly placed

in the simulation world. The object was stationary

and above the surface. The rover was required to

report the location of the CubeSat within the accu-

racy of 5 m. The CubeSat was physically unreach-

able by the rovers and placed at a random height

Image Licensed by Ingram Publishing

1https://youtu.be/S4-EzKoEqSk
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between 5 m and 25 m above the surface of the vir-

tual lunar environment. Additionally, after reporting

the object position, the rover should find the proc-

essing plant, approach, and align itself with a spe-

cific marker on the station.

As mentioned before, there were three lunar rovers

provided by the competition, as shown in Figure 1.

These rovers were all expansions of a “base rover,” a

medium-sized four-wheeled robot with individual con-

trol of the wheel steering angles and motor torques.

The torque and velocity of the wheels were constrained

so that the rover would only cruise at a maximum

speed of 1.5 m/s, and the steering angle was con-

strained to � 90�, allowing a great range of driving

possibilities. The competition provided a tuned propor-

tional-integral-derivative controller for controlling

the steering angles and motor torques of each wheel.

The base rover was equipped with sensors, including

a planar LiDAR, a stereo camera, and an inertial

measurement unit (IMU) to support localization and

perception. The LiDAR and cameras were actuated and

could be tilted up and down.

Each specialized rover was adapted for its task as

described as follows.

� Scout: designed for task 1 and task 3, it was

equipped with a sensor that can detect and identify

the volatiles in the environment.

� Hauler: designed for task 2, it was designed to trans-

port collected resources back to the processing plant.

� Excavator: designed for task 2, it was designed to

excavate resources below the lunar surface with a

four degrees-of-freedom manipulator with a bucket

end-effector.

The SRC2 lunar and robot models utilized the simulation

environment Gazebo [9], which offers an interface with the

robot operating system (ROS) [10]. ROS is a framework that

facilitates the development of robotics software through

hardware abstractions and interfaces, package management,

and interprogram communication. Central to ROS is the

approach it takes to facilitate the information flow between

programs, referred to as nodes. Any node can read/write

(publish/subscribe) to ROS topics sending messages and

allowing the information to be accessible by several nodes

simultaneously. An ROS service carries out a task and pro-

vides information about this task to a client node, which

requests the task be carried out.

In the qualification round, the competitors were

expected to overcome several hardware constraints and

technical challenges similar to a planetary exploration

mission as follows.

1) Having no GPS or similar satellite based lunar sys-

tem for localization.

2) Having no communication with the base station (e.g.,

beacon signal) requiring full autonomy for the rovers.

3) Using coupled and limited range sensor package

(LiDAR and stereo camera).

4) Using single stereo camera in a low feature, dark

environment with some permanently shadowed areas

which impair visual odometry (VO) performance.

5) Dealing with steep slopes in the terrain that create

significant slip and prevent the rovers from climbing

in a crater and stop on hills.

6) Dealing with limited detection of volatiles to short

range distances, which could only be performed by

a specialized rover.

7) Dealing with randomly distributed obstacles, volatile

locations, initial rover and processing facility poses,

and CubeSat (i.e., for task 3) for each simulation

seed.

8) Working with time limitation (45 minutes).

To overcome these constraints and challenges, we identi-

fied and designed the subsystems and capabilities as detailed

in the section “Systems Design” and implemented them in

our task strategies as explained in “Task Strategies.”

Figure 1.
Depictions of the provided rovers in the competition qualifica-

tion round. These rovers were expansions of a medium sized

four wheeled robot, called as Base Rover. Each rover was

designed by the competition for a specific goal in the qualifi-

cation round tasks. The Scout rover was used for resource

exploration and localization (tasks 1 and 3). The Hauler and

the Excavator rovers were collaboratively used in resource

collection and excavation, respectively (task 2). See the sec-

tion “Overview of the Challenge” for detailed explanation of

the tasks.
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SYSTEMS DESIGN

This section provides detailed information regarding

the main capabilities of the system developed to over-

come the challenges listed in the previous section. A

complete system architecture with provided sensors,

actuators, and corresponding inputs and outputs is

shown in Figure 2. The interactions between the main

robot capabilities shown in this figure are as follows:

state estimation, navigation and control, object detec-

tion, and manipulation. The details of each of these

subsystems are presented in the following sections.

Behavior control and other details of volatile detection

and excavation are left to the task specific section of

this article.

STATE ESTIMATION

Localization was one of the most challenging problems

faced in this virtual environment provided by the competi-

tion, given that the robotic systems did not have a source

of global localization, and due to many factors that led to

drift in state estimates: high slippage, abundance of

obstacles, low-featured lunar terrain, and variable lighting

conditions.

The rover was equipped with wheel encoders, an IMU,

a 2D LiDAR, and a stereo camera, which were leveraged

for localization. The simulated sensors had no bias but

were disturbed by random noise. The noise was modeled

as a zero-mean Gaussian distribution based on experi-

ments. With the provided sensor package, the individual

benefit of each sensor observation was leveraged using the

extended Kalman filter (EKF) formulation

�xk ¼ fk�1 x̂k�1;uk�1; 0ð Þ
~Pk ¼ Fk�1P̂k�1F

T
k�1 þGk�1Qk�1G

T
k�1

Kk ¼ �PkH
T
k Hk

�PkH
T
k þ Rk

� ��1

x̂k ¼ �xk þKk yk � hk �xk; 0ð Þ� �
P̂k ¼ I�KkHkð ÞPk:

(1)

where xk is the state vector, Pk, Fk, Hk, and Gk are the

state uncertainty, state transition, measurement models,

and noise Jacobian, respectively. Qk is the process noise

covariance and Rk is the measurement noise covariance

matrices. Kk is the filter gain. The state estimation frame-

work consisted of four-wheel steering (4WS) wheel odom-

etry (WO), VO, attitude estimation EKF, periodic homing

update [11], and sensor fusion EKF processes. The archi-

tecture of the implemented state estimation framework is

depicted in Figure 3.

Figure 2.
Architecture of the designed robotic system. Interactions of the robots with the environment are simulated using Gazebo. The white blocks rep-

resent the interfaces with the simulator. Sensors are represented on the left block, and robot actuators are represented on the right block. The

grey blocks represent ROS software developed by the team. The arrows connecting the blocks show the data being streamed between them.
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Instead of estimating the full state in a single EKF, we

used two layers of filtering. The sensor fusion EKF esti-

mated velocity and position but the attitude estimation

was performed by another layer of filtering using the atti-

tude EKF, which leverages both rate gyroscope measure-

ments and noisy relative orientation measurements (i.e.,

changes in roll, pitch, and yaw relative to where the rover

spawned). Given the specification of the simulated IMU

provided by the competition, the estimated attitude was

shown to be sufficiently accurate for the competition

goals. Specific filter components for each state estimation

model in (1) are provided for the sake of completion and

reproducibility as follows. The state vector of the attitude

EKF is

xAF ¼ ½f; u;c; p; q; r�T (2)

where f is roll, u is pitch, c is roll, and p, q, r are the cor-

responding angular rates. The state transition model is

established as

FAF ¼

F1;1 F1;2 0 �1 F1;5 �sinðfÞ
F2;1 1 0 0 �cosðfÞ sinðfÞ
F3;1 F3;2 1 F3;4 0 F3;6

0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

2
6666664

3
7777775
DtIMU

(3)

where

F1;1 ¼ 1

DtIMU
þ cosðfÞtanðuÞq � sinðfÞtanðuÞrð Þ (4a)

F1;2 ¼ sinðfÞ
cos2ðuÞ q þ

cosðfÞ
cos2ðuÞ r (4b)

F1;5 ¼� sinðfÞtanðfÞ (4c)

F2;1 ¼sinðfÞq þ cosðfÞr (4d)

F3;1 ¼ cosðfÞ
cosðuÞ q �

sinðfÞ
cosðuÞ r (4e)

F3;2 ¼ sinðfÞ
cos2ðuÞ q þ cosðfÞsinðuÞr (4f)

F3;4 ¼�sinðfÞ
cosðuÞ (4g)

F3;6 ¼�cosðfÞ
cosðuÞ : (4h)

The measurement model is given as

HAF ¼ Ið3�3Þ; 0ð3�3Þ
� �

(5)

and the covariance of the measurement noise is

RAF ¼ Ið3�3ÞsmAF
2 (6)

where smAF
is the standard deviation of the measurement

noise. The covariance of the process noise is

QAF ¼ Ið3�3ÞspAF
2 (7)

where spAF is the standard deviation of the process noise.

After the initialization process (see Figure 3), the state

estimate in the local frame was transformed to the global

Figure 3.
Architecture of the state estimation framework. Initialization was performed at the beginning and the Homing update was performed occa-

sionally. The filtered attitude was obtained with an EKF dedicated to the provided IMU outputs. The velocity and the position of the rover

were estimated in a sensor fusion EKF using the wheel and VO velocities. The full state of the rover is established by combining the filtered

attitude from attitude EKF; velocity and position from the sensor fusion EKF.
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frame by using a transformation matrix. The initial global

position from the initialization is used as the initial state

for sensor fusion EKF. The state vector for visual and WO

velocity updates in the sensor fusion EKF is defined as

xMF ¼ ½Rx;Ry;Rz; RvNx ; RvNy ; RvNz �T (8)

where Rx, Ry, and Rz are the rover location in global

frame; Rvx, Rvy, Rvz are the rover’s velocities for x, y,

and z axes in the navigation frame, respectively. The mea-

surement innovation for VO and WO velocity updates are

zO ¼ Cn
b ½OVx;OVy; OVz�T ; O 2 ðWO;VOÞ (9)

where Cn
b is the coordinate transformation matrix from the

body frame to the navigation frame, O is the measurement

type (WO or VO) that depends on the availability of that

particular measurement. Note that camera data rate is

10 Hz and encoder data rate is 50 Hz, which makes the

WO measurement updates 5 times faster than VO mea-

surement updates in the sensor fusion EKF. The measure-

ment noise covariance matrix, process noise covariance

matrix, and measurement model for these can be given as

RO ¼ Ið3�3Þs2
O (10)

QO ¼ � s2ðDtOÞ4Ið3�3Þ 0ð3�3Þ
0ð3�3Þ s2ðDtOÞ2Ið3�3Þ

" #
(11)

HO ¼ 0ð3�3Þ; Ið3�3Þ
� �

: (12)

Notice that the fused estimation only leveraged the

velocity estimations from the VO and WO, which, alone,

were also able to estimate the rover pose. However, during

testing, it is observed that the fused method has several

advantages over VO and WO pose estimations. A localiza-

tion accuracy comparison table of the localization meth-

ods is given in Table 1.

Due to wheel slippage, WO solution drifts signifi-

cantly after a short drive even utilizing accurate IMU

heading estimate. VO solution is accurate when there are

sufficient features in the environment, but it generally fails

while driving feature-degraded areas. Then, the fused esti-

mation, which leverages both WO and VO, provides a

more reliable solution. A comparison of the localization

accuracy given by VO, wheel odometry with IMU heading

(WIO), and the proposed fused estimation [visual-inertial-

wheel odometry (VIWO)] against the truth is shown in

Figure 4.

As mentioned before, global localization estimation

started with using a service provided by the competition,

which reports the true pose of the rover with respect to the

map. However, this could only be requested once per

robot and per simulation. To get the maximum benefit

from the knowledge of the robot’s true pose, this

capability was used to register the center of the processing

plant as a global landmark, thus enabling future homing

updates.

Since the processing plant had a cylindrical shape, to

register the base station as a global landmark, the 2D

LiDAR data was used in a least squares estimator to fit the

data to a circle, whose center was then registered in the

global frame. Note that registering the processing plant as

a global landmark also assumed accurately known global

attitude.

Keeping the global attitude estimates reliable was

one of the important aspects of our localization frame-

work because it allowed the homing update to be per-

formed more easily. In particular, by decoupling attitude

estimation from position estimation when recognizing

the processing plant for a homing update, because robot

attitude could be assumed to be well-known, it was not

necessary to estimate the orientation of the plant with

respect to the robot, and only the processing plant’s cen-

ter location had to be estimated in the global frame. The

processing plant’s center position estimates could then

directly be used to correct position of the robots position

solution by comparing them with their stored known

global location. Given that �PPx, and �PPy are the regis-

tered processing plant location in the global frame dur-

ing the initialization, and using the state vector as in (8),

the measurement innovation for homing update can be

expressed as

zHoming ¼

Rx þ ð �PPx � ^PPxÞ
Ry þ ð �PPy � ^PPyÞ

0
0
0
0

2
6666664

3
7777775

(13)

where ^PPx and ^PPy are the estimated processor plant’s

location. The effect of homing update to mitigate drifting

errors will be reported and discussed in the section “Task

Strategies.”

Additionally, in order to keep the localization reliable,

we adopted simple yet efficient innovation residual sanity

checks to ensure that the measurements are consistent

with the dynamics of the rover. These limits were heuristi-

cally determined with known state constraints of the rover.

In task 1, the mission constraints required at least 2 m

accuracy of the rover to provide resource location in the

map. Since the volatiles could be detected by the dedi-

cated volatile sensor at such a short range with respect to

the rover, keeping a reliable and continuous localization

solution for the rover played a critical role in correctly

reporting the resource locations and reaching the desired

waypoints for exploration.

In task 2, localization played an important role in

reaching the resource location and being able to excavate

Kilic et al.
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it accurately. Since the pose service could be used once

per rover, we were able to use the true pose service twice

in this task, one for each rover. The Hauler’s true pose ser-

vice was used to mark the processing plant as a global

landmark, similar to the resource localization task. To

allow Excavator to reach the goal dig site before the

Hauler, its true pose service was called when the Hauler

updates its position, so the Excavator could start driving

to the site. This occurred while the Hauler was performing

the localization initialization phase with respect to the

processing plant. In this task, the localization framework

developed for task 1 was leveraged with an additional

source of global localization updates. Specific to this task,

the competition provided the global position of the resour-

ces, which means that any successful digging provides a

way of correcting the localization drift. After arriving at

the given resource location and successfully digging, the

Excavator was able to update its pose estimate based on

the given resource location. This was used in the localiza-

tion framework as a pseudomeasurement update that lev-

eraged the difference between the resource position

estimate and the Excavator end-effector pose. Notice that

it was assumed that we have precise yaw; thus, we

decoupled roll/pitch estimations from yaw estimates,

allowing the localization problem to be treated in the

xy-plane. Successive failures of digging activities (i.e.,

not finding any resource in the area) indicate that the

rover’s localization is not reliable. In that case, the rover

approached the processing plant for a homing update.

In task 3, a global localization solution was only

needed when the CubeSat position relative to the rover

was estimated. In the period of looking for the CubeSat, a

local dead-reckoning solution was used for the localiza-

tion framework (i.e., spawning point assumed as the origin

of the map). The rover initialized its global localization

solution when the CubeSat position was estimated.

DRIVING CONTROL

Since the steering angles and torques of the wheels can be

controlled individually, the rover was driven using a 4WS

driving controller that uses different locomotion modes

for pure translation, pure rotation, and combined transla-

tion and rotation. This approach was chosen because it

reduces wheel slip with the terrain when compared to the

skid steering driving controller provided by the competi-

tion. In our approach, the locomotion mode was selected

based on the desired forward speed and rotational speed of

the robot.

Depending on the values of these speeds, the 4WS

driving controller decided, which locomotion mode to

use. When both components of the input command were

required, e.g., during the traverse, the robot moved using a

Table 1.

Comparison of the Localization Methods

Abs. Error, x-axis (m) Abs. Error, y-axis (m)

Run WIO� VO� VIWO� WIO� VO� VIWO�

Seed_19403 81.74 17.81 2.03 143.67 1.88 5.32

Seed_19616 7.44 2.82 1.62 189.98 2.72 0.78

Seed_25637 77.03 3.84 3.28 168.71 3.51 3.52

Seed_27477 72.94 8.17 2.24 161.26 4.28 2.73

Seed_33910 13.73 10.69 1.98 210.06 5.62 0.86

Seed_39902 0.08 4.82 1.56 216.11 1.76 0.21

Seed_98294 166.85 8.53 7.10 2.16 2.09 0.17

Seed_1800 167.61 4.33 1.13 110.63 0.31 1.57

Seed_1078 144.22 2.10 1.13 76.73 17.64 2.11

Seed_1129 123.39 4.32 11.73 96.36 7.15 19.00

STD (m) 64.14 4.76 3.42 66.83 4.97 5.64

Average (m) 85.50 6.74 3.38 137.57 4.70 3.63

Median (m) 79.39 4.57 2.00 152.46 3.11 1.84

� WIO: Wheel Odometry + IMU Heading; VO: Visual Odometry;VIWO: VO Velocity
+ IMU + WO Velocity.
Bold entries indicate the best (lowest error) values.
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double Ackermann locomotion mode. For pure transla-

tional motion, synchronous-drive mode (crab motion) was

used, and for pure rotation on the z-axis, point turns (turn-

in-place maneuver) were used. All these locomotion

modes can be found in further detail in [12]. As a result,

the 4WS driving controller output individual steering

angle and wheel velocity commands for each wheel. The

desired wheel velocities were controlled using a simple

proportional (P) controller.

The competition also provided a braking service, with

the option of braking from 0% to 100% where 100%

would lead to a braking limit of 500 N	m/rad to each

wheel simultaneously. As an alternative to the provided

braking service, another braking option was included by

setting the wheel speeds to zero to prevent the rover from

slipping while trying to stop on slopes.

NAVIGATION

Even for the simple task of traversing from point A to point

B, many decisions need to bemade by an autonomous rover

to ensure its safe and efficient completion. Navigation was

done using the Move Base [13] framework, which uses a

global planner to generate a global path between two way-

points and, a local planner to generate velocity outputs to

follow the global path as closely as possible, considering

the vehicle dynamics. The local planner also takes into

account a local costmap, created in real time from obstacle

point clouds and represented as a 2D occupancy grid. The

move base framework provides a broad range of global and

local planner implementations that can be selected based

on specific mission requirements. Finally, the package also

permits configuring recovery behaviors such as turn-in-

place and clearing costmaps if the planners fail to find plans

due to unexpected events.

Our choice of global and local planners were based on

the literature evaluation of computational needs and plan

execution performance metrics. Additionally, easiness of

installation, documentation availability, and usage flexi-

bility metrics were used to assist our decision. These crite-

ria are summarized and compared in Table 2. For the

global planner, base global planner was chosen because it

is faster than the NavFn. It is also and more flexible and

reliable than the Carrot Planner. All global planners were

easy to install and had sufficient documentation. The cho-

sen local planner was dynamic window approach local

planner because it considers the dynamics of the robots,

and provides the highest computational efficiency and

similar execution performance to the other methods

[14]–[16].

Our navigation strategy is based on creating a sequence

of waypoints offline and using move base to move from a

waypoint to another. Point clouds relative to obstacles (see

the section “Object Detection”) were used online to check

if waypoints were achievable by comparing them with the

coordinates of the desired waypoint. If a waypoint existed

inside the region defined by the point cloud, it was rejected,

and the next waypoint was requested. If it existed outside

the cloud, the robot proceeded to a planning stage, which

generated a navigation plan for that goal.

For task 1, approximately one hundred waypoints

were used for each round because it was observed that the

rover could not reach more than that in each 45 minute

round even when driving at the maximum speed. To gen-

erate the waypoints, the overall map was segmented into

five regions, representing each of the map’s crater areas.

The exploration of these five regions was then prioritized

based on their traversability (e.g., steepness of crater slope

and surrounding terrain) and the likelihood of volatiles

being present. To assess the likelihood of volatile loca-

tions, a Gaussian mixture model (GMM) [21] that was

estimated using volatile locations from prior simulation

trials, was developed. The GMM was then sampled to

form a candidate group of waypoints that were connected

to form exploration routes covering each of the five map

regions. Each exploration route was designed to both start

Figure 4.
Horizontal localization accuracy comparison of tested localization

methods in a typical run. Truth is shown as black line, WOwith IMU

heading aiding solution is the green line (WIO), VO solution is

depicted as a blue line (VO), and the visual, inertial, WO fused esti-

mation is shown as red line (VIWO) for both axes. WIO solution

inherently suffers from wheel slippage and it significantly drifts after

a short drive. VO solution is accurate when there are sufficient fea-

tures in the environment, but it suffers in feature-degraded areas. The

fused estimation leverages both WO and VO solutions along with

IMU outputs in an EKF (see Figure 3) and provides a better estimate.
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and end close to the center of the map. By ending an

exploration route at the center of the map, the robot would

be in proximity to the processing plant such that a homing

update could be performed before the robot enters the

next exploration plan. Figure 10 shows examples of three

exploration routes.

For task 2, volatile locations were provided by the

competition. Instead of having a waypoint generator, this

time, one of the volatile locations was selected based on

the flatness of the area surrounding it and the distance

from the current Excavator position. Then, this goal was

sent to the navigation stack, which provides a path for

both the Excavator and Hauler. Once the Excavator and

Hauler reached the proximities of the goal, the Excavator

stopped at 1 m, and the Hauler stopped at 4 m from the tar-

get volatile. Then, the two robots proceeded to the excava-

tion phase as detailed in the section “Task 2—Resource

Collection.”

For task 3, a more straightforward random search

strategy was adopted without using the move base frame-

work. For this search strategy, the robot moved in random

directions out from the base and returned to the processing

plant repeatedly, ensuring that the robot explored the envi-

ronment evenly and safely. This strategy maximized the

chances to find the CubeSat, which was randomly placed

around the base station. The risks of getting lost or stuck

in a crater increase with longer drives to the edges of the

map; therefore, the regions closer to the center of the map

were prioritized. However, the robot took more risks and

drove long distances to try to find the CubeSat closer to

the time limit of the simulation.

OBJECT DETECTION

A vision module was used to identify important objects

and to localize their position with respect to the environ-

ment. The images provided by the stereo camera pair had

640�480 resolution and 10 fps with artificial noise added

to them. To detect, classify, and estimate the position of

these features, a deep learning based algorithm that solves

the three steps in a single pass was the ideal solution.

Among state of the art object detection methods, the single

shot multibox detector (SSD) [22] and YOLO [23] are

methods that are able to perform inference at more than

10 Hz, which allows to process all the image data obtained

from simulation in real time. Both of these methods pres-

ent similar accuracy, measured as the intersection over

union (IoU) values of a network trained on the same data-

sets. Currently, there are a few versions of each of these

algorithms. The VGG16 based SSD network [22] was cho-

sen because it is trainable with a smaller dataset of labeled

images. The SSD based on the VGG16 architecture [24]

returns a bounding box around each detected object, its

probable class, and the confidence of that inference. In our

implementation, transfer learning was used from a net-

work previously trained in the Microsoft common objects

in context dataset [25], which consisted of 350,000 images

and 80 object categories.

The SSD network was designed to identify seven

classes: processing plant, CubeSat, fiducial marker on the

processing plant, rocks in the environment, visible vola-

tiles above or partially above the surface, craters, and the

other rovers. The new architecture had 24,547,000 train-

able parameters. Images obtained from driving the robot

in the simulation environments were used. These images

were randomly sampled from more than four hours

of robot operation. They were manually labeled with

1500 images used as training data and 500 images for

validation.

The bounding box for each detected object was used to

extract its 3D point cloud information. First, the disparity

image from the stereo camera pair was calculated using

semiglobal block matching [26]. Then, using the bounding

box coordinates, each pixel inside the object bounding box

was used to calculate the 3D point cloud.

Each point was considered valid only if there was a

feature match in the disparity image pixel value. Due to

the limited size of the environment and the resolution

of the camera, z coordinate (optical axis) values larger

than a given threshold (1000 m in our case) were also

discarded. If the calculated z was valid, the bounding

box with disparity information was used to estimate the

full 3D coordinates of each point relative to the rover

camera frame. Figure 5 shows examples of rocks seen

by the camera in front of the robot and the processed

point cloud with semantic information about these

obstacles.

Table 2.

Comparison of Move Base Planners

Global

planners

CE EP EI DA UF Reference

navfn * ** ** * * [17]

base ** *** *** ** ** [17]

carrot

Local

planners

***

CE

*

EP

***

EI

*

DA

*

UF

[13]

Reference

base *** ** *** * * [14],[16]

dwa **** ** *** *** *** [14],[16],

[18]

eband ** *** ** * ** [19]

teb ** *** *** *** *** [15],[18]

mpc * ** ** * ** [20]

CE: Computational Efficiency; EP: Execution Performance; EI:
Easiness of Installation; DA: Documentation Availability; UF:
Usage Flexibility.
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For task 1, SSD was used to identify the obstacles as

point clouds that were used for general obstacle avoidance

along its path. For that, the point cloud was clustered to

differentiate between different rocks detected. Centroids

of each of the clusters were determined to get an idea of

the height of the obstacles. Planes were also fitted to each

of the clusters and normal vectors were calculated. The

normal vectors represent the steepness of the obstacles.

Since there were some point clouds detected as obstacles

(e.g., crater slopes and small rocks), which were travers-

able, thresholds were set for both the centroid height

(0.1 m), and angle of the normal from the vertical (5�).
The clusters with properties higher than these two thresh-

olds were put together to form a filtered version of the pre-

vious point cloud and published as obstacles. They were

also converted to costmaps for move base. The images

were also used to find and approach the processing plant

for localization filter homing updates.

For task 2, an additional capability for the Excavator and

the Hauler to detect each other was included. The position of

one robot can be estimated from the other by averaging the

point cloud values. This capability also enabled the Hauler to

use visual servoing to find and approach the Excavator.

MANIPULATION

The Excavator and Hauler rovers were assigned with the

mission of collecting resources from the terrain. For that,

the Excavator had to drive to known locations and use its

robotic arm to dig volatile substance and drop it into the

Hauler’s bin. In order to reduce computational complexity

and to perform digging actions within the mission time

limit, we opted for a simple approach where the kinematic

equations were used to help controlling the motion of the

arm from predefined configurations to the target points

(volatile position or Hauler’s bin).

First, coordinate frames were assigned to each joint

where demonstrated in Figure 6. Then, Denavit–Harten-

berg parameters were obtained as shown in Table 3. With

this information, forward and inverse kinematics relations

were derived for the arm.

The forward kinematics formulation is straight-for-

ward for this 4R manipulator and the equations are

obtained geometrically from the link lengths and joint

angles defined in Figures 6 and 7. The equations for the

relative position and the bucket angle are given by

’� ¼ q2 þ q3 þ q4 (14a)

x� ¼ r� cos ðq1Þ (14b)

y� ¼ r� sin ðq1Þ (14c)

z� ¼ h0 þ l1 þ l2 sin ðq2Þ þ l3 sin ð’� � q4Þ þ l4 sin ð’�Þ
(14d)

where r� ¼ l2 cos ðq2Þ þ l3 cos ð’� � q4Þ þ l4 cos ð’�Þ and

the � subscript refers to a reference point at the end-effec-

tor (bucket). With this equations, given some input joint

angles qinput ¼ ½q1; q2; q3; q4�, it is possible to obtain the

pose of the end-effector with respect to the mobile base,

as shown in Figure 7.

The inverse kinematics was also obtained geometri-

cally by using two orthogonal, uncoupled planes of

motion: one considers changing the azimuth of the whole

arm (shoulder yaw), and the other considers changing the

configuration of the arm (shoulder pitch, elbow pitch,

Figure 5.
Obstacle detection and point cloud segmentation. On the top right, the

obstacles in front of the robot were detected in real time using a single

shot multibox detector network, resulting in the green bounding

boxes. These bounding boxes and the disparity images came from the

rover stereo camera were also processed to obtain the segmented

point clouds of the obstacles, which are shown in yellow.

Figure 6.
Excavator’s arm coordinate frames, links and joints. Joint 1 corre-

sponds to shoulder yaw, joint 2 to shoulder pitch, joint 3 to elbow

pitch, and joint 4 to wrist pitch. Link 4 represents the bucket that

is used to scoop the volatiles from the terrain.
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wrist pitch) in the zr plane shown in Figure 7. The

required joint angle q1 is obtained directly using the cylin-

drical coordinates and the other joint angles are obtained

using the method described in [27] for a 3R planar manip-

ulator. The equations for the four joint angles are

q1 ¼ atan2 y�; x�

� �
(15a)

q2 ¼ atan2
�z��ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r�2� þ z�2�

q ;
�r��ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r�2� þ z�2�
q

0
B@

1
CA

� acos
�ðr�2� þ z�2� þ l22 � l23Þ

2l2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r�2� þ z�2�

q
0
B@

1
CA

(15b)

q3 ¼ atan2
z�� � l2 sin ðq2Þ

l3
;
r�� � l2 cos ðq2Þ

l3

� �
� q2

(15c)

q4 ¼ ’� � ðq2 þ q3Þ (15d)

where r� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2
� þ y2�

q
, r�� ¼ r� � l4 cos ð’�Þ, and z�� ¼

z� � h0 � l1 � l4 sin ð’�Þ. With these equations, it is pos-

sible to obtain the required joint angles qrequired ¼
½q1; q2; q3; q4�, given a desired position Pdesired and angle

’desired for the bucket.

After solving the Excavator’s arm forward and inverse

kinematics, there are several ways to plan its motion. The

planning constraints included: 1) avoiding collisions and

2) maintaining the bucket’s global angle within a specific

range to ensure that the volatile was collected from the ter-

rain and not dropped unintentionally. Predefined configura-

tions were selected to act as intermediate waypoints for the

arm to guarantee that there will be no collision during the

motion. Thus, trajectories were obtained by interpolating

joint angles in between the waypoints. More details of the

excavation procedure are given in the section “Task 2—

Resource Collection,” where we discuss task 2 strategy.

TASK STRATEGIES

As discussed in “Overview of the Challenge,” the qualifi-

cation round consisted of three tasks. Each task had to be

completed within a simulation time limit of 45 minutes.

The virtual lunar environment contained hills, slopes,

rocks, craters, including some that lead to permanently

shadowed regions, volatile resources, and a processing

plant. There were eight different volatile types in the envi-

ronment, which were randomly distributed, and mostly

under the surface of the lunar environment. Large lunar

rocks acted as obstacles and were distributed in random

locations for each seed of the simulation. The processing

plant was a simulated lander that also spawned with a ran-

domized pose, close to the center of the environment. This

environment is shown in Figure 8.

To execute the task-specific strategies, a centralized

autonomy approach for decision making was used in the

first two tasks. For that, a state machine framework that

autonomously decides the actions of the rover during the

exploration was developed.

TASK 1—RESOURCE LOCALIZATION

The state machine used to control the robot in task 1 is

shown in Figure 9. In the initialization state, the robot

detected and approached the processing plant as detailed

in the sections “Navigation” and “Object Detection,” res-

pectively. Using the provided true pose service, the robot

estimated the processing plant location and recorded

it as a global landmark as described in “State Estimation.”

The rover state transitioned to planning upon completion

of the initialization phase. In the planning state, the robot

requested a waypoint, which was provided by a waypoint

Table 3.

Denavit–Hartenberg Parameters for NASA’s

SRC2 Excavator Manipulator

Joint i ai [m] ai [rad] di [m] ui [rad]

1 0.0 0.0 l1 q1

2 �l2 p=2 0.0 q2

3 �l3 0.0 0.0 q3

4 �l4 0.0 0.0 q4

Figure 7.
Geometric representation of the Excavator’s arm. The end-effec-

tor pose is given by a position P� ¼ ½x�; y�; z��, and a pitch angle,

’� with respect to the mobile base coordinate frame (see

Figure 6).
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generator node as described in “Navigation.” If there was

no collision in its field of view, the waypoint was passed

to the navigation framework, and the state was transi-

tioned to traverse. In the traverse state, the rover drives

from one waypoint to another by using navigation and

driving subsystems as detailed in “Driving Control” and

“Navigation,” respectively. An example of the localization

solution that demonstrates the waypoints and routes along

with the drifts during the exploration task is given in

Figure 10.

The recovery state aimed to minimize the possible

failures in planning and traverse states. If the rover was

experiencing immobility issues, the recovery state was

triggered by the following indicators:

1) excessive slip detection;

2) steep slope detection;

3) stuck detection.

Excessive slip detection was inspired by the approach

in [28], which detected high slippage using discrepancies

between VO andWO velocities. Steep slope detection used

a heuristically determined threshold for climbing limits

(e.g., 35�) of the rover by using the rover pitch angle esti-

mates to minimize the rollover. Stuck detection used 2D

LiDAR to determine if the rover was not able to move due

to an obstacle in front of it. After triggering any of these

indicators during the traversal, the rover executed predeter-

mined maneuvers to regain its mobility. Also, when the

navigation plan was not achievable in the planning state,

the rover reset its current plan and changed its state to the

planning state to generate a new navigational plan.

When a volatile was sensed during driving, the rover

reported the location of the volatile using its own

localization solution while considering the lever arm of

the mounting location of the volatile sensor with respect

to the IMU. For volatile reporting, the rover used the logic

to anticipate the volatile position as detailed in later in this

section. After visiting a number of predetermined loca-

tions, the rover proceeded to a homing phase. In this

phase, the rover drove to the processing plant, approach-

ing it with visual servoing, and then performed a localiza-

tion update.

The error mitigation after performing the localization

update (homing) is shown in Table 4. Note that without

having a loop-closure strategy like this homing update,

the localization error would significantly increase due to

wheel slippage and VO failures in this steep-sloped, low-

featured environment. Consequently, any localization

inaccuracy issue in the early stages of the simulation run

would yield consecutive unsuccessful reports for the

sensed volatiles. Even some of the homing updates would

seem redundant in a manner of localization error mitiga-

tion, these updates provided a considerable assist to keep

the rover’s localization accuracy sufficient to score the

sensed volatiles with a success rate of more than 80%.

Additionally, data from one of the simulation runs

with positioning estimate against truth and horizontal error

mitigation are illustrated in Figure 11. The rapid increase

in the horizontal error is most likely due to struggling

Figure 8.
Illustration of the virtual lunar environment and two of the rovers

provided by the competition for the SRC2 qualification round.

The lunar environment consists of hills, slopes, rocks, craters,

resources, and a processing plant.

Figure 9.
State machine architectures for the robots in tasks 1 and 2. The

events that trigger transitions between states are given by the cap-

ital letters from A to H. For the system-level state machine, A)

was triggered after obtaining the true pose from the global locali-

zation service; B), when block planning generated a traversable

navigation plan; C), upon arrival at a desired waypoint location;

D), when a navigation plan could not be generated. E), when the

rover experienced motion issues; F), when the rover successfully

performed recovery procedures and was able to reset its naviga-

tion plan; G), when Excavator and Hauler arrived at an estimated

location close to a target volatile, which enabled its secondary

state machine dedicated to excavation; and H), when the full

mass of the volatile was collected, or if the excavation was not

successful in a predetermined time window. The sequence of

actions of the excavation state machine is ordered from I to VI.
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against a high-slip environment (e.g., climbing up/down a

steep-slope crater) or an unexpected rover stuck due to

obstacle avoidance failure. However, the rover was able to

recover its localization accuracy (submeter level) after a

homing update.

Volatile Handling. In parallel to all executed tasks in

the state machine, after the volatile sensor was triggered

for the first time, the rover started computing volatile loca-

tion estimations. Every time the sensor was triggered

again, a new volatile with its ID, type, and the current

rover location estimation was queued. In our design, the

rover did not stop when a volatile is sensed. Instead, we

recorded the estimated volatile position and let the rover

anticipate the location of the volatile while driving. Since

the volatile sensor continuously reported a volatile until it

was scored, our volatile handling strategy had to overwrite

the volatile sensor report such that only the location in

which the sensor was closest to the volatile was stored

for attempting a scoring report. This was done to give the

highest chance for scoring since both the sensor’s

detection range and report accuracy threshold were 2 m.

To enable this overwrite, the possibility of reporting a vol-

atile was disabled while a volatile was actively being

sensed. Once a volatile was no longer being actively

sensed, its closest location was stored. The volatile score

reporting service provided by the competition was given a

randomized minimum delay timeout of 15–30 s. There-

fore, a reporting strategy was developed that first sends

the current best estimate of the rover localization solution

after accounting for the volatile sensor’s lever arm. If the

initial reporting based on the current best estimate was

successful, the volatile was not queued. Otherwise, the

volatile was queued for further scoring attempts.

To account for the limited number of scoring

attempts that could occur due to the imposed timeout,

scoring attempts of a queued volatile were given lower

priority with respect to newly sensed first attempt vola-

tiles. Additional attempts for queued volatiles were esti-

mated using two different approaches. For the first

approach, each time a homing update was performed to

correct the localization solution of the rover, all of the

queued volatiles that were accumulated since the previ-

ous homing update had their locations corrected using

the estimated localization drift. Second, in the case that

no other volatiles were available for scoring, a simple

search pattern around the vicinity of the estimated rover

position was attempted that considered the rover’s global

heading at the time of sensing and the 2 m accuracy

threshold. By separating exploration from volatile han-

dling, the robot was able to cover as much area as possi-

ble on the map in the 45 minutes mission.

TASK 2—RESOURCE COLLECTION

Our approach for this task was a direct extension of the

approach used for the resource localization task and also

rely on the state-machine of Figure 9. An initialization step

set the global reference frame and established the process-

ing plant as a landmark on the map for future homing and

localization recovery. Next, the robots would decide the

next goal, plan a route, and move toward the selected vola-

tile location. The Excavator parked directly in front of the

volatile and waited to start excavating, then the Hauler

parked at a short distance behind the Excavator. Once the

excavation started, the Excavator executed a set of maneu-

vers to find the volatile, and the Hauler received a com-

mand to perform visual servoing to approach the Excavator

based upon the computer vision detector. Whenever a vola-

tile was found, its position, which was known a priori, was

used to update the Excavator’s localization estimate. After

collecting the entire mass of the volatile, the robots transi-

tioned to the planning phase, selected a new goal, and

repeated the process.

Figure 10.
Example of a simulation run for task 1. The rover, first, is initial-

ized with the service provided by the competition. After that, the

rover drives to the previously generated waypoints to explore vol-

atiles. This figure presents three routes. White arrows show the

first route, which starts after the initialization, red arrows show

the second route, which starts after the first homing update, and

green arrows show the third route, which starts after the second

homing update. The yellow line indicates the truth odometry, and

the blue line indicates the estimated localization solution. After

each homing update, the rover reset the localization solution with

respect to the base station. As shown in the figure, after each

update, the truth and estimation lines became almost aligned.

These homing updates were significantly useful to keep localiza-

tion estimation accurate within 2 m radius.
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Excavation. The excavation phase was responsible for

computing a trajectory for the manipulator. The

Excavator’s arm needed to dig the volatile from the terrain

and drop it in the Hauler’s bin. This needed to be per-

formed at least twice for each resource in the map,

because the Excavator’s bucket could only carry up to

half of the total resource mass per scoop.

Once the Excavator reached the location close to the

volatile that needed to be excavated, it enabled a secondary

state-machine to actuate the arm, as shown in Figure 9. The

states, namely Home, Dig, Find Hauler, and Drop, had pre-

defined configurations associated with them to simplify the

manipulation motion planning problem. These predefined

configurations are illustrated in Figure 12.

During the Dig state, the first step was to lower the

arm below the terrain and try to excavate the resource.

However, the uncertainty on the Excavator’s localization

made the collection of a high percentage of the volatiles

difficult, since this percentage was proportional to the dis-

tance between the bucket and the center of the volatile. To

overcome this challenge, a search pattern was included for

the arm bucket that increases the chances of finding the

volatile. Once the volatile was found, the bucket continued

to change the scoop direction by small-angle increments to

increase the amount captured in each scoop and improve

the quality of the localization updates.

When any mass of volatile was detected in the bucket,

the excavation state-machine transitioned to the Find

Hauler state, which extended the arm in the direction of

the Hauler’s bin. The transition to the Drop state was only

allowed when the Excavator got feedback that the Hauler

had approached the Excavator so that the mass could be

transferred from the bucket to the bin safely, when the

Hauler was in the proper position. Then, the loop was

repeated until all the mass of the volatile was collected.

During the excavation phase, if the Excavator’s bucket

successfully dug a volatile, it provided information about the

rover position with respect to the map, given that the global

positions of the volatiles were provided. Using the manipula-

tor’s forward kinematics and the current manipulator joint

angles, the position of the end-effector in the global frame

was estimated using the manipulator’s forward kinematics

formulation and the rover localization estimate. Then, this

estimate was compared with the known location of the vola-

tile, and the difference between them was used for state esti-

mation as a pseudomeasurement update.

TASK 3—CUBESAT LOCALIZATION AND ROVER

ALIGNMENT

In this task, the first goal was to search for the CubeSat. To

do this, we chose to toggle headlights to their high beam

setting and tilted the camera up by 22.5� to visualize the

CubeSat above the surface. Searching for the CubeSat

used a combination of turn-in-place maneuvers and ran-

dom driving. The rover started its mission by turning-in-

place to see if it visualized the CubeSat. If the CubeSat

was not visible, the rover’s goal changed to find and

approach the processing plant, which was always visible

from the random starting location. Visual servoing with

obstacle avoidance was used to approach the processing

plant. Then, a random turn and a straight drive for some

distance to the processing plant with the camera facing

Table 4.

Comparison of Volatile Reporting Accuracy and Mitigated Error Values With Homing Strategy for 10 Random Simulation

Seeds

Run # of Homing

Corrected error, horizontal (m) Volatile report

Homing #1 Homing #2 Homing #3 Homing #4 Homing #5 Homing #6 Sensed Scored

Seed #1800 4 0.32 13.23 1.28 0.57 N/A N/A 14 12

Seed #1078 4 1.95 8.04 0.30 4.90 N/A N/A 10 10

Seed #19403 4 3.77 19.61 2.22 13.89 N/A N/A 11 9

Seed #1129 4 22.20 3.14 5.33 7.49 N/A N/A 6 5

Seed #98294 4 6.93 3.79 2.84 2.98 N/A N/A 6 5

Seed #39902 4 1.46 3.99 11.26 7.70 N/A N/A 5 4

Seed #27477 5 3.37 2.33 0.83 4.89 10.11 N/A 9 9

Seed #33910 5 0.92 -0.94 6.99 11.71 7.01 N/A 9 9

Seed #19616 5 1.60 3.00 5.93 12.68 5.69 N/A 5 4

Seed #25637 6 4.23 4.93 2.67 4.39 13.65 7.83 8 8
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forward to avoid obstacles was followed by a turn-in-place

maneuver with the camera looking upwards to find the

CubeSat. The probability of longer driving distances

increased as the mission time increased. If the CubeSat

was not found, the rover returned to the processing plant

and repeated the procedure. Once the CubeSat was found,

the next goal was to move to a position that would

improve the CubeSat position estimate. The rover tried to

centralize the CubeSat in the camera image by turning and

moving forward or backward. The CubeSat position was

estimated using the methods defined in Section “Object

Detection.” The position of the CubeSat was reported to

score points.

After reporting the CubeSat position, the rover returned

to the processing plant and reportedwithin the region to score

points. Then, the rover circulated the processing plant and

aligned itself perpendicular to the fiducial marker using the

stereo camera and planar LiDAR data to complete task 3.

CUBESAT LOCALIZATION

Computer vision was used to detect the CubeSat, process-

ing plant, and obstacles, to estimate their positions, and to

align the rover with the processing plant’s fiducial marker.

The approach presented in “Object Detection” was used to

accomplish these tasks.

The average estimated position from 100 images

with confidence above 90% was used to estimate the

CubeSat position. Figure 13 demonstrates an example of

the position estimation process as the rover had the

CubeSat in the center of its camera image with 97% con-

fidence. A comparison between true pose and estimated

pose was made for 10 runs in 10 randomly generated

simulations. The error was calculated with reference to

the world position where both the average and standard

deviation error were less than 1 m in all the axis as shown

in Table 5. The maximum, minimum, and median abso-

lute errors for CubeSat position estimation are also dem-

onstrated in Figure 14. Notice that the localization

provided was considered accurate if the position coordi-

nates are within �5 meters of the CubeSat location in the

simulation environment [7].

Figure 11.
Horizontal localization accuracy of the fused estimation (VIWO) and impact of using homing strategy for Seed #98294. This strategy is used

effectively as a loop-closure technique and significantly reduces the localization error when used.

Figure 12.
Predefined configurations of the Excavator. Home position for the

arm is denoted as 1. This was used as an intermediate configuration

between digging and dropping and also as the configuration for cruis-

ing. Configurations 2 and 3 were related to digging. In 2, the robotic

arm was lowered to the ground level, and in 3, the arm scooped the

terrain to excavate the volatile. Configurations 4 and 5 were related to

dropping the volatiles in the Hauler’s bin. In 4, the armwas extended,

and in 5, the bucket was rotated, dropping its contents. All the config-

urations can be performedwith adjustable headings.
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ALIGNMENT WITH THE PROCESSING PLANT

When the rover approaches the processing plant (base

station), the 2D LiDAR was used to ensure the rover was

within 3 m of the processing plant, and images were

used to ensure the rover was facing the correct orienta-

tion. Crab-motion with the robot facing the processing

plant was used for circling around the processing plant to

align with the marker. The steering angles were set to

obtain the radius needed to circulate it within the desired

distance.

A proportional (P) controller was used to control the

steering angle and regulate the desired radius from the

center of the processing plant. Once the fiducial marker

was found on the image, a two-step proportional-integral

control approach was used. First, the rover tried to center

the fiducial marker in the image by turning-in-place

(yaw). Then, the rover drove in the laterally to ensure that

the left and right total distance from the laser was equiva-

lent. Once both parameters were less than a threshold,

based on the competition requirements, the rover reported

that it was aligned with the processing plant. The rover

alignment with the processing plant and the image

streamed from the rover camera at that moment are shown

in Figure 15.

TECHNICAL CHALLENGES AND FUTURE WORK

In this section, the takeaways from the technical chal-

lenges that we faced during the qualification round are

summarized. These challenges lead us to different

research directions through the competition and help us

significantly to qualify from the first round. Of the tech-

nical challenges faced in SRC2, a few proved to be more

significant than the others and will require attention in

the final round of the competition. First, obstacle

avoidance was one of the most interesting and challeng-

ing problems we faced. Due to the undulating nature of

the terrain, the dark background of space, and the

obstacles having a similar texture to the terrain, identify-

ing the obstacles accurately in the simulation environ-

ment was difficult. Also, the necessity of providing a

real-time obstacle avoidance capability was challenging

due to the limitations of the provided sensors. To circum-

vent the possible failures in the obstacle detection, the

system ultimately relied upon several hand-tuned checks

and behaviors, such as verifying if the rover got stuck in

front of an obstacle or simply clearing the local motion

planner’s costmap before executing a navigation plan to

avoid the accumulation of artifacts due to communication

delay in point cloud registration. Advancing to the final

round of the competition, more significant efforts on

robust solutions to obstacle avoidance are foreseen as a

continued challenge. Second, for lightweight, indepen-

dent systems, the communication between the nodes

using ROS framework is not a critical problem. However,

to improve the autonomous capabilities of the rover, the

communication between the nodes becomes more com-

plex due to their interdependency. To alleviate this prob-

lem, specific ROS services dedicated to individual

procedures were used, such as initialization maneuvers,

immobility recoveries, and braking services. Moving for-

ward, efforts on more efficiently sharing data (e.g.,

Figure 13.
Depiction of CubeSat detection and position estimation in the

simulation world. The rover centralized the CubeSat in the cam-

era frame, then the average relative position was estimated.

Table 5.

Accuracy of the CubeSat Position

Estimation in the Simulation

Absolute error (m) x y z

Seed #32099 0.69 0.55 0.56

Seed #32793 0.11 0.55 0.44

Seed #33720 0.20 1.02 0.38

Seed #39717 2.78 1.15 2.48

Seed #50820 1.76 0.05 0.59

Seed #48796 0.01 1.08 0.35

Seed #49695 0.49 1.63 1.04

Seed #51351 0.31 1.21 0.31

Seed #51669 0.89 0.07 0.81

Seed #48821 0.37 0.77 0.69

Mean Error (m) 0.76 0.81 0.76

Standard Dev. (m) 0.87 0.51 0.64

RMS Error (m) 1.12 0.94 0.98

Median Error (m) 0.43 0.90 0.57
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perceived objects, sensor data) will become a challenge

as the number of robots increase.

The competition had three tasks with specific chal-

lenges, as mentioned before. It was beneficial to focus

early development on core capabilities and be flexible

on high-level strategies to overcome those challenges.

For example, the computer vision detector was a core

capability developed for the CubeSat detection. How-

ever, once this capability became available, we were

able to update our strategy to leverage it for homing

and obstacle avoidance. Similarly, a 4WS driving con-

troller capability was developed for resource localiza-

tion (task 1) to reduce drifting and then it was used

for robot alignment for other tasks. This became an

essential key to our success.

For the final round of the competition, the challenges

from all three tasks discussed previously will be combined

in a single mission with up to six rovers being used simul-

taneously. The final round will then include a new set of

capabilities such as coordinating a bigger team of autono-

mous robots which will interact with each other, navigat-

ing on and exploring unknown lunar terrain, and

excavating, collecting, and transporting the resources to a

processing plant given little prior knowledge of the vola-

tile locations and significant mission constraints (e.g.,

time, energy, number of robots).

CONCLUSION

This article provided an overview of our solution for the

Space Robotics Challenge Phase 2 qualification round,

which required developing a cooperative autonomous

robotic system. To share our experiences and insights

gained through participation in a NASA challenge compe-

tition with the community, we presented the specific capa-

bilities implemented by our team to support autonomous

resource localization, resource excavation, and object

detection tasks, along with a discussion of some of design

trades we faced and an analysis of the performances

obtained on some of the more challenging aspects of the

competition. In the end, our submission was amongst the

top 6 teams that secured the maximum qualification round

prize heading into the finals.
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